In: Stilla U et al (Eds) PIAQ7. International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 36 (3/\W49B)

MULTI-VIEW STEREO AND LIDAR FOR OUTDOOR SCENE MODELLING

C. Strecha®, W. von Hansen?, L. Van Gool®>¢ and U. Thoennessen®

@ KU-Leuven ESAT/PSI, Belgium, {christoph.strecha,luc.vangool} @esat.kuleuven.be
b FGAN-FOM Ettlingen, Germany {wvhansen,thoe} @fom.fgan.de
¢ ETH Zirich BIWI, Switzerland

KEY WORDS: LIDAR, self-calibration, evaluation, multi-view stereo, Bayesian generative model based stereo

ABSTRACT:

In this paper we want to start the discussion on whether image based 3-D modelling techniques and especially multi-view stereo can
possibly be used to replace LIDAR systems for outdoor 3D data acquisition. Two main issues have to be addressed in this context:
(i) camera self-calibration and (ii) dense multi-view depth estimation. To investigate both, we have acquired test data from outdoor
scenes with LIDAR and cameras. Using the LIDAR data as reference we provide an evaluation procedure to these two major parts of the
3D model building pipeline. The test images are available for the community as benchmark data.

1 INTRODUCTION

Several techniques to measure the shape of objects in 3-D are
available. The most common systems are based on active stereo,
passive stereo, time of flight laser measurements (LIDAR) or NMR
imaging. For measurements in laboratories, one usually puts
small objects into a relatively large measurement device. In con-
trast to this, outdoor measurements require to bring the mea-
surement equipment to considerably larger objects. Traditionally,
close range photogrammetry had been used to capture objects of
architectural or archaeological interest such as buildings. This
technique required precisely calibrated cameras as well as a lot
of manual work on expensive coordinate measurement devices to
produce a result. A second technique for precise outdoor mea-
surements that has become important during the past years is the
application of LIDAR systems. In contrast to image based tech-
niques, these are able to directly produce a 3-D point cloud based
on distance measurements with an accuracy of less than 1cm.
The downside are high costs for the system and — compared to
taking images with a camera — data acquisition is time consum-

ing.

Automatic reconstruction from multiple view imagery already is
a low-cost alternative to traditional methods, but could even be-
come a replacement to LIDAR systems once the geometrical ac-
curacy of the results could be proven. For this purpose we have
acquired LIDAR data and high resolution images for several out-
door scenes. The LIDAR data will serve as geometrical ground
truth to evaluate the quality of the image based reconstructions.

To tackle the problem of 3-D data acquisition from images, one
has to consider camera self-calibration techniques and multi-view
stereo. Camera calibration includes the computation of external
(position and orientation) and internal camera parameters. Multi-
view stereo takes this information to compute a dense 3-D model
of the scene. Both problems are usually seen separate such that
we opted to provide evaluation data and an evaluation procedure
to measure their accuracy independently. We consider this as
an first step to the necessary evaluation which considers both
problems in common®. As an example we provide evaluation
results for camera self-calibration (EPOCH, 2007) and a multi-
view stereo approach that is based on generative models (Strecha
etal., 2004, Strecha et al., 2006). The latter consists of two stages.

TWorking systems that automatically produce 3-D models from un-
calibrated images are rarely available yet.

Figure 1: Example of the LIDAR data: intensity image of the
church with marked planar regions.

Firstly, a global formulation consideres all possible depth and vis-
ibility configurations of the scene (Strecha et al., 2006). This ap-
proach is relatively memory and time consuming and is therefore
suited only for small resolution images. Its advantage is the abil-
ity to find a good, often global, solution without depth initialisa-
tion (Strecha, 2007). In a second stage, the solution of this global
formulation is used as an initialisation to a PDE-based approach
that is applied to large scale images (Strecha et al., 2004).

With this contribution we want to start the discussion on whether
multi-view stereo can compete with LIDAR in terms of accuracy.
Note, that we do not treat the LIDAR data as an absolute ground
truth reference. The LIDAR itself contains errors, that are esti-
mated and translated to the image based acquisition. As a result
we evaluate image based depth modelling relative to the accuracy
of the LIDAR data. This is different from previous ground truth
data sets, where the reference data is assumed to be given with-
out errors (Scharstein and Szeliski, 2002, Seitz et al., 2006, Bell-
mann et al., 2007). A second difference is the choice for outdoor
scenes. Whereas indoor scenes can be measured by active stereo
systems, e.g. by using structured light, this is not an option for
outdoor environments. The evaluation of passive, image based
3-D modelling techniques is in that sense especially for outdoor
scenes of large practical importance.

The paper is organised as follows. Sec. 2 deals with the LIDAR
data aquisition, i.e. the registration of different scans and the ac-
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Ambiguity interval 53.5m
Range resolution 0.8mm
Range noise  10m 20% 3.0mm rms
@ distance, 10 m 100% 1.3mm rms
reflectivity 25m 20% 9.0mm rms
25m 100% 3.0mm rms
Field of view (vxh) 310° x 360°

0.018° x 0.01°
0.02° x 0.02° rms

Angular resolution
Angular accuracy
Beam divergence 0.22 mrad
Points per dataset 200 million

Table 1: Specifications of the IMAGER 5003.

curacy estimation. We link the LIDAR point clouds to the images
by estimating the camera parameters and depth maps together
with all variances in sec. 3. In sec. 4 we consider the evalua-
tion procedure and show example results. Sec. 5 concludes the

paper.

2 ACQUISITION OF GROUND TRUTH DATA

2.1 Dataacquisition and registration

The datasource for ground truth in our project is terrestrial laser
scanning (LIDAR). A laser beam is scanned across the object
surface, measuring the distance to the object for each position.
Modern systems also record the returned intensity of the laser
beam so that a gray scale texture image is available. We had a
Zoller+Frdhlich IMAGER 5003 laser scanner at our disposition
(tab. 1). Multiple scan positions are required for complex object
surfaces to handle missing parts due to occlusions. Even though
fully automatic methods exist for registration (Akca, 2003, Bae,
2006, Rabbani and van den Heuvel, 2005, von Hansen, 2006), we
have chosen a semi-automatic way utilising software provided by
the manufacturer in order to get a clean reference.

2-D targets are put into the scene and marked interactively in
the datasets. Then the centre coordinates are automatically com-
puted and a registration module computes a least squares estima-
tion of the parameters for a rigid transform between the datasets.
Poorly defined targets can be detected and manually removed.
The resulting mean accuracy for a single target was 1.1 mm for
the church and 1.5 mm for the fountain dataset. The targets are
visible in the camera images as well and are used to link LIDAR
and camera coordinate systems.

2.2 Preparation of point clouds

First, some filters from the software are applied to mask out bad
points resulting from measurements into the sky, mixed pixels
and other error sources. Some regions containing clutter have
been manually masked out and a 3 x 3 median filter had been
applied to the data to remove remaining noisy points.

Then, a triangle mesh has been created separately from each point
cloud so that image rays can be intersected with object surfaces.
The scan data is acquired in a system of lines and rows so that
direct neighbors are known. Four points on a square can gener-
ate zero to two triangles. The decision is based on the angle «
between the viewing ray and the normal vector of the triangle.
In order to avoid the inclusion of depth edges as surfaces, trian-
gles are only generated when cos « > 0.5. In the ambiguous case
of two triangles, the configuration that minimises the larger of the
two angles is chosen.
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2.3 Evaluation of point cloud accuracy

The manufacturer of the LIDAR system gives an accuracy of 1.3—
9.0 mm for the range measurement based on distance and reflec-
tivity (tab. 1). In this section, we will investigate the accuracy
of our datasets. From scene knowledge, a total of 66 planar
surface patches has been manually marked (fig. 1). For all the
3-D points inside each selection, a principal component analysis
is performed. The covariance matrix of an ideal plane has rank
two, for a real plane the smallest eigenvalue equals to the variance
perpendicular to the plane. The associated eigenvector is the sur-
face normal. As further parameters, the mean point of the surface
as distance to the scanner and the mean gray value as estimate for
the surface reflectivity are computed. Results are shown in fig. 2
separately for each parameter and are ordered by the amount of
influence on the accuracy. The relationship between parameter
and accuracy has been estimated by a linear function.

The most important factor is the distance from the scanner to the
surface. For this reason, a maximum distance of 20-25m has
been used as cut-off during data export. The linear approxima-
tion ranges from 2—6 mm over the used range interval, yielding
a variation of 4mm. The apparent surface reflectivity is derived
from the amount of light received by the sensor. These levels do
not have a real physical meaning at this stage, but nevertheless
covered the range from 20% to 95% without any adjustments.
As with the distance, a relationship between reflectivity and ac-
curacy exists, but the magnitude is slightly smaller. The linear ap-
proximation ranges from 3.0-5.5 mm, yielding only 2.5 mm vari-
ation. The last parameter is the angle of the surface normal with
respect to the laser beam. An angle of 0° denotes a surface per-
pendicular to the light ray. This parameter is uncorrelated to the
surface accuracy. One should be aware that the parameters are
actually correlated, e.g. the apparent reflectivity depends on both
distance and angle of incidence.

For all 66 regions chosen, the accuracy ranges from 1.5 mm for
the best case to 7.6 mm for the worst case. The worst accura-
cies occur for regions on the church doors, which have a dark
and reflective metal surface. Our results are in accordance to the
accuracies given in tab. 1. From the diagrams an average accu-
racy of about 4 mm can be derived. Even though this value has
been computed from planar regions, it can be generalised to any
smooth object surface. In comparison to the accuracy of the tar-
gets (< 1.5 mm), we see that the registration error is smaller than
the surface accuracy. It can therefore be concluded, that the reg-
istration is good enough as to not disturb the results.

The accuracy of 4mm given here for the test data is an absolute
accuracy. This is a high quality result as can be seen from the
relative accuracy: Object size and typical measurement distances
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Figure 3: Example of target measurements with their (enlarged)
covariance for the church data set.

are in the range of 15 m, leading to a relative accuracy of 3-10~*.
For comparison, the object size of Seitz et al. (Seitz et al., 2006)
has been 0.1 m and the accuracy given was 0.25 mm, leading to a
relative accuracy that is about ten times worse.

3 GROUND TRUTH ESTIMATION FROM LIDAR

Together with the LIDAR data the scenes have been captured with
a Canon D60 digital camera with a resolution of 3072 x 2048
square pixels. In this section we describe how the images are
calibrated and how the ground truth 3-D model is obtained by
using the LIDAR data. Our focus is thereby not only on the ground
truth estimation itself but also on the accuracy of our ground truth
data. The LIDAR depth estimates are themselves the result of
an erroneous measurement process and as such only given in a
certain error range. We propagate these errors into our image
based ground truth estimation.

Errors for the multi-view stereo evaluation are introduced by:
(i) the 3-D accuracy of the LIDAR data itself and (ii) by the cali-
bration errors of the input cameras. The latter does influence the
quality of multi-view stereo reconstructions strongly. Evaluations
that take these calibration errors into account should therefore be
based on per image reference depth maps (more details are given
in sec. 4.2) as opposed to Seitz et al. (Seitz et al., 2006), who
evaluate the stereo reconstructions by the Euclidean 3-D distance
between estimated and ground truth triangle mesh.

3.1 Mean and variance of the camera calibration

LIDAR data and camera images are linked via targets that are vis-
ible in both datasets. Thus the laser scanner provides 3-D ref-
erence coordinates that can be used to compute the calibration
parameters for each camera. For the camera calibration we as-
sume a perspective camera model with radial distortion (Hart-
ley and Zisserman, 2000). The images are taken without chang-
ing the focal length, such that the internal camera parameters
Oin: = {f,s,x0,a,y0, k1, ke} (K-matrix and radial distortion
parameters k1 2) are assumed to be constant for all images. The
external camera parameters are the position and orientation of the
camera described by 6 parameters 0., = {a, 3,7, ta, ty, t-}.
The total number of parameters @ for N images is thus 74+6N.
To calibrate the cameras we used M targets, which have been
placed in the scene. The 3-D position Y;;j =1... M and the
covariance Xy for these is provided by the laser scan software.
In each input image < we estimated the 2-D position y;; of these
targets as it is shown in fig. (3) and used unit covariance X;;.

Let y denote all measurements, i.e. the collection of 3-D points
Y ; and the 2-D image measurements y;;. The expected value of
the parameters @ = {0int, Ocat,, - - -, Ocat, } CAN bE Written as:

E[0] = / p(y)p(0'|y') 6" dy' d6’. (€N
Here p(y’) is the likelihood of data, i.e. among all 3-D points
Y and image measurements y;; only those will have a large
likelihood that are close to the estimated values y:

plyly) o exp (<050 — ¥i) "E5 (vis - ¥h))
p(Y)) o exp (<05(Y, - Y)Y, - Y)) @

The second term, p(@ | y’), is the likelihood of the calibration.
This distribution is Gaussian and reflects the accuracy of the cal-
ibration, given the data points y’. This accuracy is based on the
reprojection error:

e(8) = ZZ (Pi(0)Y; —yi;)" =5, (Pi(0)Y; —yij)

where P; () projects a 3-D point Y; to the image pixel y7; and
the calibration likelihood becomes:

p(8]y) o< exp (—0.5¢(0)) . ©)]

The covariance X of the camera parameters is similarly given by:

== [ o500/ 1¥) (BO)-0') (E(O)~0)" dy' de’

(4)

To compute the solution of egn. (1) and (4), we apply a sampling
strategy. The measurement distribution p(y) is randomly sam-
pled. Given a specific sample y’ the parameters 8’ are computed
by a bundle adjustmentas the ML estimate of eq. (3):
6’ = argmax{log p(6|y’)} . ®)

o

Using eq. (5) and eq. (2) we can approximate the expected values
and the covariance in egn. (1) and (4) by a weighted sum over the

sample estimates. As a result we obtain all camera parameters
by E[0] and their covariance X.

3.2 Mean and variance of ground truth depth

Given the mean and variance of the camera calibration we are
now in the position to estimate the expected value of the per pixel
depth and variance. Again we sample the camera parameter dis-
tribution given by E[0] and X in eq. (1) and eq. (4):

exp (— (B[] - 0)" =7 (Bl6] - 0"))

T+6N )

2r— 2z | X

p(8') = (6)

and collect sufficient statistics for the per pixel depth values by
the first intersection of the laser scan triangle mesh with the cam-
era ray through each pixel. The result is the mean D/, and
variance DY of the depth value for all pixels 7 in all cameras j.
An example is shown in fig. 4 for one camera. Note, that this
procedure allows to evaluate multi-view stereo reconstructions
independent on the accuracy of the camera calibration. If the per-
formance of the stereo algorithm is evaluated in 3-D (e.g. by the
Euclidean distance to the ground truth triangle mesh (Seitz et al.,
2006)) the accuracy of the camera calibration and the accuracy of
the stereo algorithm is mixed. Here, the evaluation is relative to
calibration accuracy, i.e. pixels with a large depth variance, given
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Figure 4: Mean Dy par (top) and variance D, (bottom) of the
depth with respect to one camera. Red pixels denote pixels for
which the camera ray does not intersect the laser scan model.

the uncertainty of the calibration, will influence the evaluation
criterion accordingly. The variance plot in fig. 4 shows that large
depth variance pixels appear near depth boundaries and for sur-
face parts with a large slant. Obviously, these depth values vary
most with a varying camera position. The reference depth maps
(mean) and their variance will be used for evaluation in sec. 4.2.

4 DEPTH MODELLING FROM IMAGES

The 3-D modelling from high resolution images as the only input
has made a huge step forward in being accurate and applicable
to real scenes. Various authors propose a so called structure and
motion pipeline (Akbarzadeh et al., 2006, Nister, 2004, Pollefeys
et al., 2004, Rodriguez et al., 2005, Snavely et al., 2006, Strecha
et al., 2003). This pipeline consists of mainly three steps. In the
first step, the raw images undergo a sparse-feature based match-
ing procedure. Matching is often based on invariant feature detec-
tors (Mikolajczyk et al., 2005) and descriptors (Mikolajczyk and
Schmid, 2005) which are applied to pairs of input images. Sec-
ondly, the position and orientation as well as the internal camera
parameters are obtained by self-calibration (Hartley and Zisser-
man, 2000). The third step takes the input images, which have
often been corrected for radial distortion, and the camera param-
eters and establishes dense correspondences or the complete 3-D
model (see (Seitz et al., 2006) for an overview). In the remain-
der of this section we discuss and evaluate self-calibration and
multi-view stereo on these ground truth data (fig. 3 and fig. 5).

4.1 Cameracalibration

To compare results of self-calibration techniques based on our
ground truth data we first have to align both camera tracks by a

——

L0

=u

Figure 5: Example image from the fountain data set.

Figure 6: Camera calibration for the fountain data set in fig. 5

rigid 3-D transformation (scale, rotation and translation). First
the scale is estimated by using the largest camera distance within
each camera track. For one camera we estimate rotation and
translation. These values are used as an initialisation to a non-
linear optimisation that brings the evaluation track into the co-
ordinate system of the ground truth track. After alignment the
error of a certain calibration ..., is given by the negative log-
likelihood of eq. (6):

€ = (E[0] — Ocva)) "Z T (E[O] — Oevar) - )

As an example we tested the calibration with the EFOCH (EPOCH,
2007) software which successfully calibrated all cameras for the
fountain data set. The result of this automatic camera calibration
is shown in fig. 6, where we plot the position and orientation of
the cameras (both ground truth and the EPOCH cameras). Fig. 7
shows the difference in (X,y,z) position for each of the 25 cam-
eras w.r.t. the ground truth position. The error bars indicate the
30 value of our ground truth camera positions. Note, the larger
variance for the first camera positions in this data set. They are
due to a larger distance to the scene which results in less reliable
camera positions. The camera positions lie within one cm from
the ground truth and the average distance is 5 times larger than
the position variance of the ground truth.
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Figure 7: Position error [m] of the self-calibration (red) for the fountain data set in fig. 5. The green error bars indicate the 3o value of

the ground truth positions.
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Figure 8: Histogram of the depth errors for the fountain (left) and
church data set (right).

4.2 Multi-view stereo

Dense multi-view stereo applied to outdoor scenes cannot rely on
visual hulls that are very useful for indoor stereo applications as
evaluated by Seitz et al. (Seitz et al., 2006). Our test images have
high resolution in order to meet the LIDAR precision and do not
capture the object from all around. During data acquisition we
also encountered problems due to pedestrians and changing light
conditions. These aspects form a particular challenge for outdoor
stereo reconstructions.

As input to the multi-view stereo algorithms we provide the ground
truth camera calibration as estimated in sec. 3, the images, which

have been corrected for radial distortion, the bounding volume

of the scene as well as the minimal/maximal depth value w.r.t.

to each input image. We evaluate the results for our generative

model based multi-view stereo approach as formulated in (Strecha
et al., 2004, Strecha et al., 2006, Strecha, 2007).

The results of this multi-view stereo approach are shown in fig. 9
for the fountain data. The accuracy of the stereo reconstruction

DY,.... is evaluated by building a histogram k. over the relative
errors:
hi Z Ok Q szDAR - Df;jtereo ‘7,Dij) . (8)

ij

D4, is the expected value of the LIDAR depth estimate at pixel
position ¢ and camera j and D¥ its corresponding variance (both
shown in fig. 4). Furthermore, & () is an indicator function which
evaluates to 1 if the depth difference | Dijoar — D,ere,, | Talls
within the variance range [kD¥, (k + 1)D¥] and evaluates to
zero otherwise. The stereo estimate DY, ..., is obtained from
a 3-D triangle mesh by computing the depth of the first triangle
intersection with the ;5 camera ray going through pixel . Its
value is given directly for multi-view stereo formulations that use
a depth-map representation (Seitz et al., 2006). All depth esti-
mates for which the absolute difference with the ground truth is

larger than 30D% and all pixels for which the multi-view stereo

Figure 9: Stereo depth-map (top) and the variance weighted
depth difference w.r.t. to the LIDAR ground truth (bottom):
white pixels indicate small relative error; missing ground truth
depth values are in red; blue pixels denote errors for which
| DLIDAR - DStereo | /Da 230-

reconstruction does not give depth estimates are collected all to-
gether in the last bin. These are all pixels indicated by blue in
fig. 9. The relative error histogram for the fountain and church
data are show in fig. 8. They can be interpreted as follows: ~ 40%
(~ 34%) of the stereo depth estimates lie within the 30 range
of the LIDAR data for the fountain (church) data set; for ~ 15%
(~ 20%) either no stereo depth exists or the error is larger than
30 times the LIDAR variance. Note, that our evaluation is relative
to the camera calibration accuracy. This is achieved by evaluat-
ing the depth accuracy in the image by a local, pixel dependent
value of D¥ . Untextured renderings of the multi-view stereo and
LIDAR models are shown in fig. 10.
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Figure 10: Multi-view stereo (top) and LIDAR (bottom) render-
ings of the fountain scene.

5 SUMMARY AND CONCLUSIONS

In this paper we investigated the possibility to evaluate 3-D mod-
elling of outdoor scenes based on high resolution digital images
using ground truth acquired by a LIDAR system. An evaluation
carried out on the LIDAR data showed an average geometric ac-
curacy of the surface measurements of about 4 mm and less than
1.5mm. This is slightly better than the accuracy achieved from
the images so that we can therefore conclude that our ground truth
is of sufficient quality for further tests.

The link between LIDAR point cloud and images has been estab-
lished via targets visible in both datasets and by generating per
pixel depth maps with associated accuracies for each of the im-
ages. This allows to take into account the individual camera con-
figuration so that poorly defined 3-D points will not deteriorate
the evaluation result.

Example results have been shown for the the two important parts
of image based 3-D acquisition, i.e. camera self-calibration and

multi-view stereo. The reference data has been computed such
that each of these steps can be evaluated separately and relative
to the accuracy of the reference data. We will make the images
available as benchmark data in order to help to enhance the ac-
curacy of automatic image based 3-D modelling techniques. We
hope that vision systems become available that can compete with
LIDAR systems in terms of geometric quality.
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