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ABSTRACT:

We present a system for automatic building reconstruction, combining the strengths of grammars to generate varying building models
and the principle of minimum description length [MDL] to evaluate results and to control the search process. The reconstruction process
is guided by the level of detail, starting with a coarse level and is stepwise improved towards highly detailed models. On each level
of detail, the corresponding components are identified by prototypes, provided by the building ontology. The matching between input
surfaces and prototypes is supported by constraints representing relevant topological and geometrical relations between these surfaces.
When employing MDL, usually an optimal coding is required. In contrast, we use an asymptotic optimal coding which is easier to
generate since no a priori knowledge is needed. Instead, a larger amount of input data has to be processed to achieve comparable results.

1 INTRODUCTION

During the last years a lot of activities in the field of 3D city
models could be recognized. A lot of cities, especially in Ger-
many like Berlin, Hamburg or Stuttgart are nowadays owner of
digital 3D city models and provide these for other users. There
are free viewer tools like Google Earth or Aristoteles3D provid-
ing an intuitive interface for accessing this data. But not only the
number of 3D city models and visualization tools increases sig-
nificantly, there are also several new standards for city and build-
ing models, e.g. the city geography markup language (CityGML)
(Kolbe et al., 2005, Gröger et al., 2006) and the Industry Founda-
tion Classes (IFC) (Eastman, 1999).
The first one was developed within the geographic information
community and is being standardized within the Open Geospa-
tial Consortium (OGC), one of the most important organizations
in this field. The second one was developed within the archi-
tectural community. They are intended to provide interfaces to
interchange these models, including the semantics and the topol-
ogy belonging to the geometric models. At the moment, several
projects are using these standards to specify their input and in-
terchange format. One of these is part of the testbed for OGC
Web Services Phase 4 (OGC, 2006) of the open geospatial con-
sortium which is evaluating the use of service oriented architec-
tures for 3D city models to achieve better response capabilities
in the context of homeland security. Another project is initi-
ated by the government of North Rhine-Westphalia (Germany). It
currently uses a similar web service architecture to fulfill the re-
quirements within the noise prevention program of the European
Union. Each of these projects requires both, a detailed geometry
and assigned semantic information. So nowadays city models do
not only have to look good they also have to be smart to enable
advanced analytic processing. Due to the requirements of users,
projects and applications, methods are needed to acquire 3D city
models. Requirements for these methods are:

1. they have to be automatic to enable the generation and up-
date of large-area models within short time frames

2. they need to reconstruct both, geometric and semantic prop-
erties of urban objects on a high level of detail

3. and they should generate quality information for each recon-
structed object.

Within the literature on automatic building reconstruction from
different data sources, several different methods could be recog-
nized. They could be differentiated by the focused level of detail,
the use of semantic information during the reconstruction process
and the used input data. For 3D city models, these 3 levels of de-
tail (LoD) are commonly used: LoD1 is the well-known blocks
model, LoD2 adds roof structures and LoD3 completes LoD2 by
including balconies, roof structures like dormers and chimneys
(Kolbe et al., 2005). (Haala, 2005) uses 2D ground plans of build-
ings and digital surface models (DSM) to derive LoD2 buildings.
The method proposed in (Fischer et al., 1998) and (Kolbe, 1999)
uses pairs of aerial stereo images and semantically founded geo-
metric constraints to reconstruct LoD2 building models. (Grau,
2000) proposes a multi step method using semantic networks to
generate first LoD2 building hypothesis and extending these in a
second step to LoD3 models by adding e.g. dormers. Those mod-
els are evaluated by least square matching with terrestrial stereo
images. Both (Brenner and Haala, 1998) and (Vosselman and Di-
jkman, 2001) employ 2d ground plans, DSMs and some volume
primitives to derive LoD2 building model hypotheses. Both ap-
proaches differ in the used evaluation method. The first uses least
square matching while the second one uses the minimum descrip-
tion length principle, which will be considered in detail in section
2.4. A method similar to (Brenner and Haala, 1998) is presented
by (Stilla and Jurkiewicz, 1999). Beside these automatic meth-
ods there exist several approaches for interactive, semi-automatic
reconstruction of buildings, e.g. (Grün and Wang, 1999, Rotten-
steiner, 2001, Gülch et al., 1999). Since the focus of this paper
is on the automatic reconstruction of the semantical and geomet-
rical properties of urban objects, these approaches are not con-
sidered any further. In our approach we combine the strengths
of spatial grammars to generate building models, the principle of
minimum description length as evaluation function to control and
guide the search process and we employ a multi scale approach
starting with a coarse level of detail and stepwise refinement to-
wards highly detailed models. We used building ontology for
grammar rule design and the definition of our levels of detail.
A widely known type of grammar in the context of plant model
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generation are L-Systems as discussed in (Prusinkiewicz and Lin-
denmayer, 1990). This type of grammar was used by (Parish and
Mueller, 2001) to generate simple building models. Within the
paper (Müller et al., 2006) other types of grammar evolved in the
context of architecture and design, such as set grammars (Stiny,
1982) and split grammars (Duarte, 2002, Wonka et al., 2003), are
used to generate typical, artificial, fictitious building models for
certain contexts, e.g. how the ancient Rome may have looked
like (Müller et al., 2005). A crucial problem in building recon-
struction is the evaluation of alternative modeling possibilities.
A method to deal with this problem is the principle of minimum
description length (MDL) (Grünwald et al., 2005). This criterion
considers both, the goodness of fit between the model and the
data and the complexity of the used model. The use of MDL as
evaluation function in our approach is described in section 2.4.

2 METHODS

The method presented in this paper aims at the field of automatic
building reconstruction. In contrast to others, we combine the
strengths of grammars to generate building models, the principle
of minimum description length as evaluation function to control
and guide the search process and we employ a multi scale ap-
proach starting with a coarse level of detail and stepwise refine-
ment toward highly detailed models. We use building ontology
for grammar rule and symbol design and the definition of our
specific levels of detail. Important aspects we focus on are for-
mal grammars, the constraint graphs used and finally the model
selection criterion MDL.

2.1 Input data

Input data for our approach are terrestrial laser scans of a sin-
gle suburban building supplemented by an aerial laser scan of the
same building.

This cloud of noisy 3D points needs to be preprocessed to re-

Figure 1: point cloud from a synthetic laser scan and the available
3D polygons

move outliers and to reconstruct the interrelationship between the
points. Given the points and the corresponding plane, the bound-
aries of polygons have to be derived. These may have also interior
boundaries.
The planes are derived by applying a RANSAC procedure as de-
scribed in e.g. (Wahl et al., 2005) to the point cloud. After the
preprocessing step, we obtain the following:

1. 3d planar polygons, each with one outer boundary

2. the assignment of 3D points to corresponding polygons

3. the assignment of planes to polygons. For each polygon,
the primary components and the equation of this planes are
stored

Due to the characteristics of laser scanners, the edges of build-
ings are not observable directly. Instead, they have to be derived
by intersection the corresponding planes. This will have conse-
quences for the presented approach, which will be discussed in
more detail in section 2.2.
An impression of the input data is shown in figure 1.

2.2 Constraint graph and prototypes

Within any geometric representation of objects, there exists ad-
ditionally several geometric and topological constraints between
modeling primitives like nodes, edges and faces.
The most important observation in this context is that there ex-
ist constraints which are invariant against certain types of trans-
formations like scaling, translation and rotation of objects. E.g.
given an object consisting of two planes which are parallel, if one
of the transformation mentioned before is applied to both planes,
then these two still remain parallel. This characteristic of con-
straints is very important and one of the main reasons why a cer-
tain constraint is used in the following.
The modeling primitives and the constraints can be represented
in a graph structure. Within such a structure, the modeling primi-
tives are represented by nodes and the constraints are represented
as edges between the two nodes they apply to. This graph struc-
ture is called constraint graph in the following. This concept was
used by (Kolbe, 1999) to match geometric shapes within a 2D
context and is part of the weak CSG primitive concept introduced
by (Brenner, 2004). In contrast to both papers, the constraint
graphs used and discussed here are always embedded in the 3d
space and describe e.g. geometric constraints between 3D faces
like parallelism between planes.
A constraint graph representation is derived for the given input

data. This graph is called data constraint graph (DCG). Within
the derived structure any node represents 3D polygons, and the
edge represent the ascertainable constraints. An extract of the 3D
data constraint graph for a scanned L-shaped building is shown
in figure 2. In this figure, any edge represents a 3D polygon and
the constraint holds for the polygons or the planes they belong to
or both.
The different compartments of the ontological structure of build-
ings, like storeys or dormers, have to be linked to geometry ob-
servable within the input data. These compartments have to be
bounded by closed and topologically correct surfaces. Following
the idea of the constructive solid geometry, that complex solid
can be represented by a set of parameterized instances of solid
primitives and a set of boolean operations on them, and be repre-
sented in a tree structure (CSG tree), for any compartment typi-
cal simple solid were identified. This association of a geometric
primitive and a semantic interpretation is called semantically en-
hanced prototype or prototype for short. An extract of the 3D
data constraint graph for a prototype with a cuboid as geometric
primitive is shown in figure 3. In this figure, any edge represents
a 3D polygon and the constraint holds for these polygons or the
planes they belong to or both. Due to the fact that the geomet-
ric primitives of the prototypes are decomposable into modeling
primitives and a set of constraints that holds between them, it is
possible to derive a constraint graph representation for any pro-
totype. The semantic interpretation of a prototype furthermore
allows to predict the constraints that have to be introduced if one
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Figure 2: Constraint Graph reconstructible for the wall surface
polygons of a house

or more prototype constraint graphs (PCG) have to be integrated
into an existing aggregate of PCGs. Because of the special capa-
bilities of constraints mentioned above, each of these prototype
constraint graphs (PCG) could be compared with subgraphs of
the DCG. If both match, the identified part of the DCG represents
an instance of the geometric primitive associated with this PCG
and the parameter values for this primitive could be estimated
by using the geometry associated with the DCG nodes. Figure 4
illustrates this matching procedure. In this figure, any node rep-
resents a vertical 3D polygon and the constraint holds for these
polygons or the planes they belong to or both.
One important observation that will be from interest later is that

this holds for the matching of more complex constraint graphs
with the DCG, too.
Due to the uncertainties of the input data the methods used to
derive the data constraint graph (DCG) are modified to be able
to handle these uncertainties. Other effects of the uncertainties
and the general setting during data acquisition influence the cal-
culation of the matching quality between the prototype constraint
graphs and the data constraint graph. The handling of these in-
fluences will be discussed in section 2.4, where the principle of
minimum description length (MDL) as evaluation function will
be presented.

2.3 A grammar for building generation

During the last decades, the connection between grammars and
spatial design was addressed by several research groups. Within
this section a brief introduction to grammars is given. Several
spatial grammars, like set grammars (Stiny, 1980, Stiny, 1982),
shape grammars (Stiny, 1980) and structure grammars (Carlson
et al., 1991), are available and discussed in the context of the
generation of spatial objects.

Figure 3: constraint graph within a solid primitive of a cuboid

Figure 4: Mapping the constraint graph of the cuboid into the one
of the house

The grammar used in our approach (called BG grammar) is a
context-free grammar as defined by (Chomsky, 1959). This was
extended to an attributed grammar in the way given by (Knuth,
1968, Knuth, 1971). The following definitions are the basis for
the grammar we developed:

Definition 2.1 A formal grammar G consists of the quad-tuple
(N, T, S, P ). N is the finite set of nonterminal symbols, T the
finite set of terminal symbols with T ∩N = ∅, S ∈ N a distin-
guished start symbol and P a finite set of production rules of the
form (T ∪N)∗ N (T ∪N)∗ → (T ∪N)∗1. The alphabet V of
the grammar G is defined with V = N ∪ T . The language of a
formal grammar G = (N, T, P, S), denoted as L (G), is defined
as all those strings over T that can be generated by starting with
the start symbol S and then applying the production rules in P
until no more nonterminal symbols are present.

Definition 2.2 A context-free grammar is a formal grammar in
which the left-hand side of each production rule consists of only
a single nonterminal symbol.

Definition 2.3 An attributed grammar is a context-free gram-
mar, were for any symbol x ∈ V with V = N ∪ T a set

1S∗ terms any final concatenations of the set S including the empty
symbol ε, S+ terms any final concatenations of the set S without the
empty symbol ε
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of attributes α (x) exists. For every production rule p ∈ P
there exists a set of semantic rules R (p) of the form xi.a =
f (xj .b, ..., xk.c), were xi, ..., xk are the occurring symbols within
the production rule and a...c ∈ α (x). For each x within a deriva-
tion at least one semantic rule R (p) is applicable.

After recapitulating the basic notions, we now are in a position to
present our grammar for the reconstruction of buildings. First we
define how the result of the reconstruction process is represented:

Definition 2.4 A reconstructed constraint graph (RCG) is a
constraint graph , which consists of a set of PCGs connected at
common nodes, and two partial functions v, e mapping the ver-
tices of the RGC to the vertices of the DCG, and the edges of the
RCG to the edges of the DCG.

The RCG represents the building reconstructed so far and con-
sists of PCGs as subgraph, where each PSG represents a proto-
type. The functions v associates faces in the RCG with the faces
observed in the data, while the function e assign the information
whether a constraint in the RSG is observable in the data. Since
not all faces and not all constraint in the RCG are observable in
the data, both v and e have to be partial functions. The grammar
which produces a RCG is a special attributed grammar called BG
grammar (building generating grammar) which is specified as fol-
lows:

Definition 2.5 A BG grammar is a attributed grammar, were
the set N of nonterminal symbols is is partitioned in the set PCG
of prototype constraint graphs, the set J of junctions and a start
symbol {S}. The set T of terminal symbols is is partitioned in
the set TJ of terminal junctions and the set TP of prototypes.
The production rules have one of the following three forms:

1. S → PCG

2. PCG → TP (J)∗

3. J → TJ

4. J → PCG

A junction in the set J represents a part of the hull of the build-
ing reconstructed so far, which is denotes a discrepancy between
the RCG and the DCG. A junction indicates a missing prototype,
which is usually identified in one of the next production steps. If
a junction can not be assigned finally, it is replaced by a symbol
from the set TJ by applying a rule of the third form.
The reconstruction process using a BG grammar is illustrated
now by applying it to the L-shaped building which was already
given in figure 2. The process starts with the matching of a PCG
(see bottom of figure 3) with the DCG (see bottom of figure 2), by
applying a production S → PCGc of the first form. PCG1 rep-
resents the constraint graph of the first detected prototype, e.g.
a cuboid. The result is a RCG reflecting the detected polygons
and constraints. The corresponding derivation tree is depicted in
figure 5. The current string produced by the grammar so far is
PCG1. To this string, a rule PCGc → cRJ of the second form
is applied, where c is a cuboid. The resulting string is c1RJ ,
where the RJ indicates a missing prototype. In the next step, a
rule RJ → PCGc is applied, which yields the string c1PCGc.
Finally, the rule PCGc → c completes the process. The gen-
erated string is c1c2, where the geometric information is repre-
sented in the attributes of c1 and c2. If during the reconstruction

Figure 5: Derivation tree for the first reconstruction level of a L
shaped building

process more than one area is not observable, more than one junc-
tion is needed. In the rule of the second form, this is reflected by
using the star notation.
In the general case typically several rules are applicable to one de-
rived string. Here a selection method is required, which chooses
the ”best” rule. This selection method is topic of the following
section.

2.4 MDL for decisions

As already stated in section 2.3, the process of applying produc-
tion rules is nondeterministic, since in one step more than one rule
may be applied. It is possible to exhaustively generate all possible
building models, but this of course is too time consuming. Thus
decision mechanisms are required. Within the literature, several
selection criteria are discussed (Akaike, 1974, Schwarz, 1978,
Rissanen, 1978). For our approach we have chosen the principle
of minimum description length [MDL] (Grünwald et al., 2005).
The suitability of MDL for building reconstruction was already
demonstrated by (Kolbe, 1999, Vosselman and Dijkman, 2001).
MDL is an information theoretic model selection criterion. It in-
corporates the goodness-of-fit between the observed data and the
model, and the complexity of the fitted model. Especially the last
point is important for the intended use, since we are operating on
biased real world data and do not want to transfer the bias into
model parts. The formulation of MDL used within our approach
is due to (Vosselmann, 1992):

M̂ = arg max
Mi

I (D; Mi)− I (Mi) (1)

where M̂ is the selected model, I (D; Mi) the mutual informa-
tion between data D and model Mi and I (Mi) the information
of the model Mi. This formulation of the MDL criterion provides
several advantages for the use within our approach. The most im-
portant one is, that wild card assignments do not have any effect
on the criterion (Vosselmann, 1992). This means, they neither
support the mapping between the model and the data nor con-
tradict it. A wild card assignment is required for this approach
because the input data cannot be assumed as complete.
The data is not complete because parts of the surfaces of the pro-
totypes are occluded by other prototypes, a situation which leads
to the junctions defined within the grammar section (2.3). An-
other reason for their occurrence lies in the surveying situation.
For each of these cases there exist nothing mappable for some
compartments within the model, which then will be mapped to
virtual objects called wild cards.
Within our approach we use MDL as a criterion to measure the
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quality of the mapping between the models generated by our
grammars and the input data. One possible way is to derive the
probabilities of occurrence P (x) of any character x of an al-
phabet X , since the information I (x) is defined as (Cover and
Thomas, 2006):

I (x) = −logP (x) (2)

Within the constraint graphs mentioned in section 2.2 the prob-
abilities of occurrence for any edge and node in all occurring
graphs have to be derived. Due to the large variety of buildings
and a high impact of regional characteristics of building types, it
is a difficult and cumbersome process to learn the required infor-
mation from training data. Since any set of training data is only
related to a specific region and not globally valid, these values are
always biased. Under the assumption of optimal coding the prob-
ability can be replaced by the code length LC (x) of x encoded
with the code C (Cover and Thomas, 2006):

LC (x) = I (x) = −logP (x) (3)

Up to this point the problem of deriving the a priori probabili-
ties correctly is the same as in equation 2, because it is required
to build an optimal code. A possibility to face this problem is
the use of asymptotic optimal codes. One compression technique
producing asymptotic optimal codes is the Lempel-Ziv-Welch-
compression introduced by (Welch, 1984). A code is asymptotic
optimal, if the redundancy approaches zero whenever the source
code length tends to infinity (Lelewer and Hirschberg, 1987).
While LZW-compression is a codebook based compression tech-
nique, an optimization of the initial codebook can be used to re-
duce the source code length required for initial learning. An ini-
tial codebook for the approach discussed within this paper con-
tains the different geometric components and constraints forming
the constraint graphs and it contains the constraint graphs of the
primitives in use. These elements have to be entered in that way
that the most frequent element appears first and the most infre-
quent appears last.
Within our approach the LZW-compression will be used to derive
the required code length LC (x) of the model and its matched
parts.

2.5 System architecture

In the last sections we have presented the components of the
building reconstruction process. Now these components are in-
tegrated to obtain the whole procedure.
The process is composed of several steps, which correspond to
scales. Starting with the coarsest scale, form one step to an-
other the scale becomes more detailed. Usually we consider four
scales: In the coarsest scale no. 1 the storeys except attics are
detected. In scale no. 2 the attics are reconstructed, in scale no.
3 the larger building characteristics like dormers and balconies,
and in scale no 4 doors and windows are detected.
For each scale, the components defined so far are specialized.
A BG grammar is specified for each scale, obtaining different
grammars BGscale which differ in the prototypes and their se-
mantics. Furthermore, the data constraint graph is specialized for
each scale. Specific scale-dependent criteria are used to derive
these constraint graphs.
The scale oriented procedure is depicted in figure 6; The proce-
dure starts with scale 1 by matching the specialized PCGscale

with the specialized DCGscale. Then the rules of the grammar
BGscale are applied as described in section 2.3, until there is no
nonterminal symbol left. Now the scale is incremented and the
procedure is repeated, until all scales are considered.

Figure 6: The building reconstruction procedure.

3 CONCLUSIONS AND FUTURE WORK

In this paper we have presented the outline of a procedure for
automatic building reconstruction. It enables the extraction of
semantic building models from heterogeneous input data which
passed a preprocessing step. While the input data could be points
from laser scanning or existing building models without semantic
information, the preprocessing step produces 3D planar polygons
and connected planes from the input data. The reconstruction
itself is a multi step process where each step corresponds to a
level of detail. Each reconstruction step uses a specific set of
symbols, production rules and semantic rules. To guide the gen-
eration process and reduce the search space, the principle of min-
imum description length is employed to select the best alternative
and it is used as a termination criterion. These steps are embed-
ded in a control structure, which decides which step has to be
performed next. Semantic information, gathered from ontologies
are used to define the objects and get a priori information about
their specific attributes. The system offers a mechanism to recon-
struct buildings and their structural elements on a high level of
detail in a generic and flexible way. Future work will include the
implementation and evaluation of the presented approach. An-
other aspect is the extension of the set of available solid primi-
tives within the grammars to be able to reconstruct e.g. pillars
or downpipes. More reconstructible semantical parts of buildings
have to be specified. Another point of future work will be the
derivation of typical value ranges for the attributes and spatial ex-
tends of the reconstructed components. This knowledge seems to
be helpful to improve the efficiency of the outlined process.
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